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Abstract. In this work, we present a combination of techniques for the recognition ofisolated hand-written characters. We describe a way to obtain the feature vector thatallows us to describe an isolated character. Flusser invariant moments and other
geometric measures are combined as object descriptors. We implement an off-line
system. We use so-called Support Vector Machines [SVM] as the main classifiers.

1. Introduction

An object recognition system usually incorporate three main modules (Figure 1):

1. Data acquisition and preprocessing module.
2. Feature extraction module.

3. Decision (classification) module.
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Figure 1. The three modules of an object recognition system.

After an image of an object (in this case the an image of the objects to recognize) is
acquired, it is analyzed to get a compact description of the objects in the image. This
compact representation model must fulfill certain desirable properties:
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a) Unicity. Each object must have a unique representation.
b) Invariance. The description should experiment no changes under a group of

image transformations: translations, rotations, changes of category.
reflections, and the like.

c) Sensitivity. Capacity to discriminate equal objects.

These kind of descriptions are the so-called external representation schemes, which

make use of the contour of the objects and its features, such that chain codes, Fourier

descriptions, polygonal approaches. There are also the so called schemes of internal

representation, that describe the region occupied by the object in a binary image, such

area, perimeter, compactness factor, the moments, an so on. Some of these schemes can

be found in [LP].

In this work we show how a careful selection of descriptors can help to recognize

isolated written characters. In this work we have selected th
e well-known Flusser

invariant moments, the elongation of the object, compactness factor, eccentricity and

size. Flusser invariants have been chosen due to their capacity to recognize projected

objects.
For classification we have used the multi-class support vector machines becau

se

their great capacity of classification, and because they are a safe alternative in regard
s

to the most common methods: Bayesian, KNN, back propagation, among others.

2. Support vector machines

Most of pattern recognition methods are based on finding a classification function that

minimizes the empirical risk, the error measure of the given patterns. The theory

developed by Vapnik and Chervonenkis provides upper bounds of this structural risk,

the error of misclassification of the unseen patterns generated according to an unknown

but fixed probability distribution, in terms of the empirical risk and the VC-dimension

of the family of classification functions. The minimization of such bounds follows the

principle of Structural Risk Minimization [SRM].

Following the mentioned principle for constructing a classification function f(x) =

sing (wx+b) based on the patterns x, eR" with the corresponding labels

y, ∈ {-1,1}, i =1,...,.1 the goal is to find the solution w and b of the following

optimization problem:

1

Minimizew

Subject to y,(wx, +b) ≥1-5, with 5, ≥0.

(1)

Here the quantity w the margin, is related to the VC dimension and is maximized.

2

The parameter C can be regarded as a regularization parameter. To save some numeric
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